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Abstract. Dependently typed proof assistants offer powerful meta-pro-
gramming features, which allow users to implement proof automation
or compile-time code generation. This paper surveys meta-programming
frameworks in Rocq, Agda, and Lean, with seven implementations of a
running example: deriving instances for the Functor typeclass. This ex-
ample is fairly simple, but realistic enough to highlight recurring difficul-
ties with meta-programming: conceptual limitations of frameworks such
as term representation — and in particular binder representation —, meta-
language expressiveness, and verifiability, as well as current limitations
such as API completeness, learning curve, and prover state management,
which could in principle be remedied. We conclude with insights regard-
ing features an ideal meta-programming framework should provide.

1 Introduction

All proof assistants support user-extensible tactics and code generation through
meta-programming frameworks. Meta-programs are programs that produce or
manipulate other programs as data. They can in particular be used to gen-
erate boilerplate code, i.e. code that can be mechanically derived from defi-
nitions, thereby increasing the productivity of proof assistant users. Common
examples are induction principles [81], 48], equality deciders [81] [38], finiteness
proofs [25], countability proofs [25], or substitution functions for syntax [79].
Naturally, the default meta-programming language of a proof assistant is its
implementation language, and several proof assistants even come with multi-
ple independent meta-programming frameworks. However, we can observe that
meta-programming is not widespread on the example of boilerplate generation
tools which often fall into one of the following: Either proof assistants come with
built-in boilerplate generation support (such as induction principles or typeclass
instances) which is widely used. Or tools for generating boilerplate are developed,
but not adopted by the community [81] [38] [I5]. Lastly, many papers remark that
automatic boilerplate generation would be feasible and interesting, but do not
carry it out [85] 87, [34) [30]. Furthermore, subcommunities often seem to be split
into silos regarding frameworks and we are not aware of scientific comparative
work between different frameworks and proof assistants. The notable exception
is Dubois de Prisque’s PhD thesis [27], using several meta-programming frame-
works in Rocq, but not coming with one central example implemented in different
frameworks and focusing solely on Rocq.



An additional barrier to adoption is that most frameworks are organically
grown and documentation is not accessible to non-experts: pros and cons are
often implicitly known by developers but not readily accessible. In fact, the
situation is so chaotic that, at times, in order to generate boilerplate code authors
create ad hoc meta-programming facilities from scratch [79) 51], B0, B9] instead
of taking advantage of existing meta-programming facilities.

On the other hand, the vast choice of meta-programming frameworks also
hints that we are at a point where enough evidence is available to evaluate the
state of the art and suggest future developments. In this paper, we focus on
three major dependently typed proof assistants based on the Calculus of Induc-
tive Constructions (CIC) [21] [66]: Rocq [82], Agda [63] [64], and Lean 4 [57].
We survey their respective meta-programming frameworks: Rocq OCaml plu-
gins (§ ), MetaRocq |5l [76] (§ [F)), Agda’s Reflection API [86] (§[6), Lean 4’s
meta-programming API (§ [B)T] Ltac2 [72] (§[7), and Elpi [31,81] (§[9). In the ap-
pendix (§ , we furthermore explain a novel approach to use Rocq’s OCaml API
with locally nameless syntax. This means that we focus on systems which are de-
signed as proof assistants with consistent meta-theory, rather than dependently
typed programming languages, and focus on those with conceptual similarity
and shared foundations. In particular, we do not consider Idris [12, [13], HOL-
based systems such as Isabelle, HOL4, or HOL light, or LF-based systems such
as Beluga, but discuss them in § [I0]

We evaluate the different meta-programming frameworks on a simple yet
realistic example: automatically deriving instances of the Functor typeclass for
a simple family of inductives, covering, amongst many other types, options, lists,
and trees. For Rocq we e.g. want to generate the following for the list type:

Fixpoint map {A B : Type} (f : A -> B) (1 : list A) : list B :=

match 1 with [] => [] | x :: 1 =>f x :: map £ 1 end.

Our implementations support non-mutual, non-indexed, possibly nested induc-
tives with a single parameter. The only exception is the Lean implementation
which does not support recursive (and thus nested) inductives, the reasons of
which are explained in section §

Many tasks involving automatic boilerplate generation follow the same model
as this example: take an inductive as input and produce a term as output. We
choose this example because it is simple enough for code to be readable and
explainable, yet complex enough to expose issues that arise in more realistic
meta-programs, and makes use of common meta-programming features such as
typeclass search or the ability to extend the global environment.

Our evaluation criteria are split into conceptual criteria, which are inher-
ent to the approach used by the meta-programming framework, and current
criteria, which are incidental characteristics of the framework and could be
changed in the future. Conceptual criteria include the expressiveness of the meta-
language (especially access to printing, exceptions, non-termination, and muta-
ble state), term representation used (especially of binders), and verifiability of

! There is no publication on meta-programming in Lean 4 yet, just a collaborative
book draft [67]. Lean 3’s meta-programming was surveyed by Ebner et al. [32].



meta-programs. Since this is an experience report, we also comment on learning
curve: the author(s) of examples in this paper had no previous contact to most
meta-programming frameworks, excluding Ltac2 and OCaml Rocq plugins. Cur-
rent criteria include API completeness, management of the prover state (such as
the global environment or unification state), and the presence of term quotation.

‘We do not consider performance issues in this paper: most inductive to term
meta-programs run in an order of magnitude of seconds, and only have to be
run once per inductive definition. In practice, developments rarely contain many
inductive type definitions or very large inductive type definitions. Thus, we deem
performance less critical than the aspects discussed here. Performance issues are
critical when implementing proof automation (such as tactics) or more com-
plex meta-programs such as unification algorithms or type checkers (for instance
Rocq’s verified kernel in MetaRocq [77] or Lean’s kernel in LeandLean [I4]),
which are out of scope for this paper. We also do not consider actual verification
of meta-programs, as it is not achievable in most of the frameworks we consider
as of today, but still comment on verifiability when relevant.

This paper is the first evaluation of the state of the art in meta-programming
and lays the foundations for future projects regarding meta-programming. Our
perspective is of course subjective, and decidedly the perspective of someone who
is not an expert in any of the discussed frameworks, which we deem represen-
tative of average users. One of the authors is a developer of MetaRocq, and the
other author had some amount of experience with meta-programming in Lean,
Ltac2, and OCaml plugins prior to this survey.

Consequently, insights in this paper might be well-known or even folklore
for experts in the field and developers of frameworks. However, as far as we are
aware, none of these insights have ever been written down transparently, and
they are thus inaccessible for users of meta-programming frameworks.

Of all the aspects we discuss, variable binding techniques are certainly the one
which has been discussed the most densely in related work. However, these tech-
niques have mainly been discussed from the perspective of doing meta-theoretic
proofs [9, [1], and not from the perspective of meta-programming. We thus think
that our report complements these insights. We would not go as far as saying
that we have identified a meta-programming challenge akin to the POPLmark
challenge for formalisation, but our report can certainly be seen as a first step
towards such a challenge.

Contributions.

1. A comprehensive survey of the six meta-programming frameworks in Rocq,
Agda, and Lean, from the point of view of users rather than experts

2. An overview of their pros and cons.

3. A simple but realistic tool with different implementations for automatically
deriving instances of the Functor typeclass.

4. Suggestions for the development of future frameworks. Our paper can also
be seen as a first step towards a suggested Rosetta Stone project for meta-
programming in Rocq, which is stalled [link anonymised].



Outline of the paper. § 2] introduces the example and relevant notions. §§ [3]
to |§| discuss differents aspects of each implementation (including pros and couns).
§ [10] discusses related work. Finally § [[1] puts everything together, and § [I2]
discusses future work.

2 Preliminaries

Meta-programs crucially rely on the features provided by the elaborator of the
proof assistant, such as unification, type checking or inference, and typeclass
resolution. They also need to manipulate the state of a proof assistant, con-
sisting of the global environment (stores global definitions and inductives), local
environment (local variables, and in the case of Rocq also section variables and
hypotheses), and evar-map (unification variables). This manipulation can be
implicit, or explicit by threading the three components through programs.
How binders are represented is a key question for meta-programs. De Bruijn
indices and the locally nameless approach were both introduced by de Bruijn
in his seminal paper [26] and are used in the implementations of Rocq, Agda,
and Lean and consequently in the associated meta-programming frameworks.
The notable exception is Cog-Elpi, which uses higher-order abstract syntax
(HOAS) [68]. We give examples of the representations in the respective sections.
Our example is the generation of instances of the following Functor typeclass:

Class Functor (F : Type -> Type) : Type :=

{ fmap {A B} : (A ->B) ->F A ->FB }.
We have already shown the instance for list in the introduction. Our imple-
mentation also handles more complex types, for instance using nesting:

Inductive tree (A : Type) : Type :=
| Leaf : tree A
| Node : A -> list (tree A) -> tree A.

Fixpoint fmap {A B : Type} (f : A -> B) (t : tree A) : tree B :=
match t with Leaf => Leaf
| Node x ts => Node (f x) (List.map (fmap f) ts) end.

In general, inductives can be non-recursive (e.g. bool, option), recursive (nat,
list), have parameters (option, list), or have indices (vector). We support as
input inductive types with a single (uniform) parameter and no indices. We do
not support mutual recursion for simplicity. For simplicity, the code samples
shown in the paper do not handle recursive inductives: the complete implemen-
tations do handle the general case, apart from the one in Lean, see §

In the case of Node in the example above, we applied £ to the first argument x,
and List.map (fmap f) to the second argument ts. In general, there are various
ways to disambiguate what function to apply. The canonical way is to do type-
based disambiguation. An alternative is to use typeclass inference of the proof
assistant, which is what we do in our implementation.

For instance, we define the second branch as Node (fmap f x) (fmap f ts)
in the example above, and let typeclass resolution determine which functor we



are mapping over. To be able to do so, we need to use the identity functor for x
and for ts the composition of the 1ist and tree functors.
Consequently, we globally declare:

Instance fid : Functor (fun T => T).
Instance fcomp (F G : Type -> Type) ~(Functor F) ~(Functor G)
Functor (fun T => G (F T)).

Naively using the typeclass-based approach may fail in the case of recursive
inductives such as tree or list. For instance in the tree example, typeclass
resolution will fail to find a Functor instance for fmap £ ts (because there is
no instance of Functor tree in scope). We can solve this issue by using a local
typeclass instance. In the case of tree:

Fixpoint fmap {A B : Type} (£ : A -> B) (t : tree A) : tree B :=

let _ := Build_Functor tree fmap in

match t with Leaf => Leaf

| Node x ts => Node (fmap f x) (fmap f ts) end.
Typeclass resolution will now consider the local instance _ : Functor tree when
elaborating fmap f ts. Note that this stretches the limits of what the termination
checker is capable of accepting: we had to disable Agda’s termination checker,
and in the case of Rocq we had to help the guard checker by normalizing fmap
before adding it to the global environment.
We do not expect alternative approaches to this problem to alter the conclu-

sions of this experience report.

3 OCaml Plugin

As Rocq is implemented in OCaml, writing an OCaml plugin is historically the
most common way of meta-programming [65] 73], [29] 24], see Fig. [1| for the code.

Pros — Conceptual [P1 - Plugins have access to full implementation ]
Pros — Current |IP2 - OCaml 1s a mature programming language.|

Cons — Conceptual [CT - De Bruijn index arithmetic is difficult]
[C2-"No term quotations)

Cons — Current |IC3 - OCaml plugins are hard to set up]
[C4 = "Cluttered meta-programming APL

|C5 - Explicit state management.|

P1 - Conceptual OCaml plugins allow users to directly access all of Rocq’s im-
plementation. Meta-programs manipulate the kernel representation of terms:

type EConstr.t =

| tRel (idx : int) (*¥* Local wariable. *)

| tApp (£ : EComstr.t) (1 : EConstr.t list) (#*# Application. *)

|

For instance the function build_fmap in our code simply returns a term corre-
sponding to the mapping function over the given inductive:

let build_fmap env sigma ind : evar_map * EConstr.t = ...



The evar-map sigma is updated and returned alongside the resulting term. Meta-
programs have access to all the functionality provided by Rocq, including term
manipulation functions, unification, and the tactic engine. Such direct access
guarantees that the API is complete: users can leverage every customisable as-
pect of the proof assistant, including features not commonly found in other
meta-programming languages, such as the ability to extend the parser. More-
over, it ensures the API stays up to date with the latest Rocq features: when new
features (e.g. universe polymorphism) are added to Rocq, one typically has to
wait some time before the various Rocq meta-languages add support for them.

P2 - Current OCaml is a general-purpose programming language used in many
applications besides Rocq meta-programming and thus enjoys a large ecosystem
of packages, as well as robust and well-maintained tools (such as a language
server, a code formatter, an optimising compiler, a package manager, etc), which
is not the case for Rocq’s other meta-languages.

C1 - Conceptual OCaml plugins directly manipulate the kernel representation
of terms, which uses de Bruijn indices for variables. For instance the term
Af Az y.f x y is represented as A.AA.3 2 1. De Bruijn indices require a sig-
nificant amount of experience to manipulate correctly: writing explicit indices
and lifting terms was a major source of errors when getting started, e.g.

let sigma, arg' = build_arg env sigma
(lift_inputs (i+1) inp) (/mkRel 1)
(Vars.lift 1 ©C EConstr.of_constr 0C get_type decl)
in loop env sigma (i+1) ([1ift (ca.cs_nargs-i-1) arg' :: acc) decls

C2 - Conceptual Most meta-languages provide a high-level method to build
terms using term quotations, which is a lightweight mechanism allowing one
to turn user syntax terms into the internal representation used by the meta-
language. Plugins do not provide any quotation mechanism: building terms is
thus rather verbose and tedious. In the absence of term quotations, one has to
provide fully qualified kernel names, pass all implicit arguments to functions,
provide typeclass instances by hand (or manually create unification variables to
stand in for unknown instances), and explicitly instantiate all universe polymor-
phic constants and inductives.

C3 - Current Integrating a plugin into a build system currently requires signif-
icant overhead, even when using the modern dune build system for Rocq: one
has to include plugin-specific dune stanzas as well as several other build-specific
files. This is in stark contrast with most other meta-languages.

C4 - Current The plugin API is cluttered, thus hard to use for non-experts. It
provides code to accomplish common meta-programming tasks but finding the
right function often requires reading their implementation (i.e. reading *.ml files
in addition to *.mli files), or asking the Rocq developers for help. Fortunately
the developers are easy to reach (via online forums) and eager to provide help.

C5 - Current Finally, plugins provide no good solution for managing the prover
state: the environment and evar-map are explicitly passed as arguments to and



returned from most functions. For instance, here is the code which builds the
outer lambda abstractions of fmap:

let build_fmap env sigma ind : evar_map * EConstr.t =

lambda env sigma "a" ta @@ fun env ->

lambda env sigma "b" tb @@ fun env ->

lambda env sigma "f" (arr (mkRel 2) (mkRel 1)) @@ fun env ->

lambda env sigma "x" (apply_ind env ind 0@ mkRel 3) @@ fun env ->

(sigma, ...)

Here lambda env sigma "x" T k builds a lambda abstraction with a binder named
x and of type T; the continuation k takes in the new environment (updated with
a binding for x) and returns the body of the lambda abstraction alongside the
updated evar-map. The resulting code is verbose and obfuscates the core logic.

4 OCaml Plugin - Locally Nameless Version

De Bruijn indices are arguably the most common binder representation in im-
plementations of dependently-typed proof assistants (Rocq, Agda, and Idris all
use de Bruijn indices internally), however an alternative is locally nameless, in
which bound variables are represented using de Bruijn indices, but free variables
are named. For instance the term Ax.\y.f x y (which has one free variable f)
is represented in locally nameless as A.\.f 1 0. Maintaining the locally name-
less invariant as terms are traversed requires some amount of bookkeeping from
the user, but crucially all index arithmetic and lifting is performed by the API.
We refer to McBride and McKinna [56] for an introduction to programming
with locally nameless, and to the work of Charguéraud [I6] for a more formal
perspective.

Rocq already has most of the infrastructure needed for locally nameless:
indeed, section variables and local hypotheses are represented using named vari-
ables instead of indices. We can reuse these named variables to represent free
variables. Named variables have good support in the OCaml implementation:
they have their own named local context, and most functions which take as in-
put the global environment and local context — such as unification or typeclass
search — also support the named local context. Using named variables, we can
implement a small library of term manipulation functions in the locally nameless
style, and use it to improve the plugin of the previous section by removing the
friction points related to index manipulation.

Figure [2] shows the corresponding code. The lambda function has been re-
placed by namLambda:

namLambda (env : Environ.env) (sigma : Evd.evar_map) (name : string)
(ty : EConstr.t) (mk_body : Environ.env -> Evd.evar_map ->
Names.variable -> Evd.evar_map * EConstr.t)
Evd.evar_map * EConstr.t
The most notable difference is that namLambda passes a fresh named variable x to
the continuation mk_body. The continuation builds a term in which x is free, and
namlLambda subsequently replaces all occurrences of x in the body by de Bruijn



index 1 (de Bruijn indices start at 1 in plugins). Additionally, when referring to
variable x we use mkVar x instead of writing down the exact de Bruijn index.

The switch to locally nameless is the only difference between the plugin of §
and this version; we concentrate on the pros and cons that come with locally
nameless.

Pros — Conceptual [P1 - Locally nameless removes the frictions of de Bruijn indices.|
Pros — Current P2 - Rocq 1s easy to extend with a locally nameless API.|

Cons — Conceptual [CT - Possible performance issues associated to locally nameless.|
Cons — Current

P1 - Conceptual We found programming using locally nameless much easier than
using de Bruijn indices. Using locally nameless, one never has to write exact de
Bruijn indices, perform index arithmetic, or lift terms. For instance, compare
the first lines of build_fmap using de Bruijn indices (in Figure [1)):

lambda env sigma "a" ta @@ fun env ->

lambda env sigma "b" tb @@ fun env ->

lambda env sigma "f" (arr (mkRel 2) (mkRel 1)) @@ fun env ->
lambda env sigma "x" (apply_ind env ind @@ mkRel 3) @@ fun env ->

And using the locally nameless style (in Figure [2)):

namLambda env sigma "a" ta @C fun env sigma a ->
namLambda env sigma "b" tb 0@ fun env sigma b ->
namLambda env sigma "f" (mkArrowR (mkVar a) (mkVar b)) @O fun env sigma f
namLambda env sigma "x" (apply_ind env ind 00 mkVar a) @@ fun env sigma x

P2 - Current Locally nameless integrates well with Rocq’s internal API: even
intermediate terms which contain named (free) variables are compatible with
Rocq’s infrastructure, and can be passed for instance to unification or type
checking. The fact that Rocq has such good support for named variables out of
the box made it very easy to use a locally nameless style. Without such support
we would need to implement a separate representation for terms, and convert
back and forth between these two representations, causing both performance and
usability issues.

C1 - Conceptual The locally nameless binder representation requires very fre-
quent substitution of named variables with de Bruijn indices, and vice versa;
although this is hidden from the user, it does have an impact on performance.
Measuring the precise cost of these substitutions in practice is outside the scope
of this study, but we did not notice a significant performance degradation in
our case. If it becomes an issue, one can use a pure de Bruijn representation
in performance-critical sections, breaking the locally nameless invariant locally,
while still enjoying locally nameless in the rest of the code. This is exactly
what the implementation of Lean 4 does, in addition to some simple caching
optimisations to improve the performance of substitutions in common cases. Im-
plementing these optimisations in Rocq is not as straightforward as one would
hope, and has not been done in this study.



Locally nameless in other frameworks One could also imagine using MetaRocq’s
implementation to work with locally nameless. Unfortunately most of the API
does not work well with named variables because they do not occur in closed
terms checked by the kernel, and thus MetaRocq does not even have a notion
of named local context. Following a locally nameless discipline would require
one to either convert terms to a pure de Bruijn representation on the fly when
calling MetaRocq functions, or add support for named variables throughout the
entirety of MetaRocq, requiring significant engineering effort.

5 MetaRocq

The MetaRocq project [B [76] is a fully verified re-implementation of Rocq’s ker-
nel in Rocq, and also includes a meta-programming API in one of its subprojects.
The bare-bones meta-programming framework has been used in [23] 48] [35] [77,
136, [7, 27, [ [6]. Figure [3] shows the Rocq code for the MetaRoeq plugin.

Pros — Conceptual [PI - Users already know Rocq]|
P2 - Meta-programs can be formally verified.|

Pros — Current 3 - Significant parts are formally verified.|

Cons — Conceptual [C1 - De Bruijn index arithmetic is difficult]
2 - Lack of abstractions to handle effects.
- BExplicit state management.

|C4 - Missing high-level meta-programming features.

Z b - FPI‘ ormance 1sSsues 11 _Soime (’RQPQI

Cons — Current

P1 - Conceptual An appealing aspect of MetaRocq is the ability to perform
meta-programming directly using the host language Rocq, flattening the learning
curve significantly. To this end, the AST of terms is reified in Rocq:

Inductive term :=
| tRel : nat -> term
| tApp : term -> list term -> term

l

Rocq’s kernel is re-implemented in Rocq, thus standard functions such as
reduction, conversion, and type checking are readily available:

(#¥* Conversion checking, implemented in Rocq. *)
Definition eq_term : term -> term -> bool.

For higher-level APIs (e.g. extending the global environment), MetaRocq comes
with a monad TemplateMonad with bindings to Rocq’s actual OCaml implemen-
tation:

(#¥* Declare a new constant. Simply a wrapper around 0Caml code. *)
Axiom tmMkDefinition : constant_entry -> TemplateMonad unit.

Such monadic programs can be run using the MetaRocq Run command.



P2 - Conceptual In addition to useful meta-programming features, MetaRocq
includes an extensive formalisation of Rocq’s type theory, with proofs of key
results of theoretical interest such as subject reduction. It is possible to formally
verify meta-programs by leveraging Rocq’s theorem proving features in combi-
nation with the numerous lemmas already present in MetaRocq. Note however
that there is no specification for the operations which use the template monad:
verifying meta-programs which use high-level features such as unification or type
inference is still an active research area.

P3 - Current Many of the functions provided by MetaRocq are formally verified
with respect to Rocq’s type theory, providing strong correctness guarantees.
This is used to build a certified extraction procedure by Forster, Sozeau, and
Tabareau [35]. Formal verification is very appealing considering the complexity
inherent to proof assistants; note however that verified implementations often
do not benefit from the same optimisations and clever heuristics (for instance
reduction using explicit substitutions or abstract machines) as the equivalent
code in Rocq’s OCaml implementation.

C1 - Conceptual MetaRocq implements binders using de Bruijn indices, which
have the same drawbacks we explained in §

C2 - Conceptual Rocq does not provide abstractions to handle effects such as
printing, raising exceptions, or writing non-terminating functions, so writing
non-trivial programs quickly becomes tedious. Herbelin’s reduction-effects
plugin [41I] allows to print values, but is currently only suitable for debugging.
Moreover, writing partial or possibly non-terminating programs is impractical:
Common solutions include disabling the guard checker or using step-indexing.

MetaRocq relies crucially on monads to handle effects, most notably the
template monad, which is in our experience a notable friction point: monadic
programs in Rocq are difficult to debug, as programming errors often cause im-
plicit argument resolution to fail, leading to obscure error messages. There does
not seem to be a consensus on how to implement monads in Rocq: a promis-
ing attempt is the Monae library [74] which formalises monads in the style of
Rocq’s Mathematical-Components library using the Hierarchy Builder tool [19].
MetaRocq packages its own monad library following a simpler design called semi-
bundled typeclasses. The latter approach is used successfully in languages such as
Haskell and in Lean’s mathematical library [55], but its current implementation
in MetaRocq is unsatisfactory.

C3 - Current State management in MetaRocq is explicit: the global environment
and local context have to be threaded manually, and this issue will only worsen
as more state (such as the evar-map) is added. Rocq being a pure language, the
obvious solution is to use monads to hide the state.

C4 - Current MetaRocq’s high-level API lacks many crucial features. Indeed,
MetaRocq only re-implements Rocq’s kernel: higher-level features such as unifi-
cation or typeclass resolution have to be exposed via bindings to Rocq’s actual
OCaml implementation. Many of these bindings are either missing or incom-
plete. For instance, unification is entirely missing, and defining new constants
does not currently support universe polymorphism.

10



C5 - Current Performance of MetaRocq programs which use the template monad
can be quite poor: we noticed slowdowns of up to two orders of magnitude.
Obtaining reasonable performance required writing our program in two layers.
The inner layer build_fmap does not make use of the template monad. All ef-
fects (e.g. declaring the new typeclass instance) are pushed to the outer layer
derive_functor:

(¥* Inner layer: butild the mapping function for a given inductive. *)
Definition build_fmap : inductive -> term.
(¥* OQuter layer: wrap build_fmap with pre- and post-processing. *)
Definition derive_functor {A} : A -> TemplateMonad unit.

This approach does not scale: in a more realistic meta-program, build_fmap
might need to perform unification or typeclass resolution, which requires using
the template monad.

6 Agda

Meta-programming in Agda is similar to MetaRocq: Meta-programs are directly
written in Agda, using the Reflection API [80], and interact with the elaborator
and kernel via the TC monad. Figure [f] shows the code for the Agda plugin.

Pros — Conceptual [PI - Users already know Agda.
Pros — Current P2 - Implicit state management using monads.|

Cons — Conceptual [C1 - De Bruijn index arithmetic is difficult.
C2 - Restrictive term representation.

Cons — Current C3 - Type-class search 1s hard to control.

( Z = Feriormam’e 1SSuUes 11 _Some cases

P1 - Conceptual Agda meta-programs are simply Agda programs with a return
type in the type checking monad (TC): this has the benefit that users do not
need to learn a new programming language. MetaRocq uses the same approach
based around a monad — the MetaRocq equivalent of the type checking monad
is the template monad — however in Agda’s case the type checking monad also
contains the prover state, whereas in MetaRocq the state is threaded explicitly.

P2 - Current The prover state is contained in the type checking monad. It is
accessed through primitives provided by the type checking monad, e.g.:

-- Get the definition of a constant.
getDefinition : Name -> TC Definition
-- Extend the current contezt with a variable.
extendContext : {a} {A : Set a} -> String -> Arg Type -> TC A -> TC A
We found monadic programming in Agda to be lightweight and enjoyable,
thanks to the extensive library agda-stdlib-classes [20] based on typeclasses.

C1 - Conceptual Agda implements binders in terms using de Bruijn indices,
which have the same drawbacks we explained in § [B] Additionally, we note that
the API to manipulate the local (de Bruijn) context is currently awkward to use:
for instance some functions expect the context in reverse order (last to first), and
some expect it in normal order (first to last).

11



C2 - Conceptual The internal representation of terms is quite restrictive. First,
let bindings (as well as where clauses) are not represented in the abstract syntax,
but are instead inlined during type checking: meta-programs cannot make use of
such features when building terms. Second, terms are represented in spine form
(the head of an application cannot be a lambda abstraction), making it difficult
to build some terms. Implementing substitution on this representation of terms
is quite delicate, and in fact there is no substitution function available in the
meta-programming API (some third-party libraries [62] implement substitution).

C3 - Current Type-class resolution is difficult to use when meta-programming.
First, although Agda has the concept of local typeclass instances, using local
instances via the meta-programming API is not directly supported and requires
awkward workarounds. Second, Agda’s implementation of typeclass search is
quite weak when compared to Rocq and Lean: support for overlapping instances
and backtracking search is relatively recent, and recursive instances can still
cause typeclass resolution to loop. This is because instance search is imple-
mented using a depth-first search. In our case a crucial typeclass instance (for
the composition of functors) is recursive: we had to cap instance search at a very
low depth to get acceptable type checking times. This workaround would not
scale to real-world applications, and in our case means that our Agda example
does not support deeply nested inductives.

C4 - Current Performance of meta-programs in the type checking monad can
be poor: we noticed significant slowdowns compared to equivalent pure code on
small examples, but providing larger benchmarks is outside our scope.

7 Ltac2

In the above sections, we have built fmap by directly manipulating the kernel
representation of terms. An alternate approach, following the Curry-Howard
correspondence, is to use tactics to produce a proof term:

fmap : forall AB, (A ->B) ->F A -> F B.
For example, using Ltac2 tactics one can define fmap on option as:

Definition fmap : forall A B, (A -> B) -> option A -> option B.
intros A B f x. destruct x.
- (* Some *) intros y. constructor 0. exact (f y).
- (* lNone #*) constructor 1.

Defined.

Here low-level details such as binder representation are taken care of by
dedicated tactics such as intros: there is no need to handle the internal repre-
sentation of terms. This observation remains true when generalising to arbitrary
inductives. Consider the code corresponding to the tactics intros and destruct
for an arbitrary inductive:
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(* Ezpects a goal of the form [forall 4 B, (4 -> B) -> F 4 -> F B]. %)
Ltac2 build_fmap F : unit :=

(* intros 4 B f z *)

intro @A ; intro @B ; intro @f ; intro ©x ;

(* destruct = *)

Std.case false (Control.hyp ©@x, NoBindings) ;

(* Build each branch. *)

let n_ctors := ... in

Control.dispatch (List.init n_ctors (build_branch F ©A @B @f)).

Using tactics for meta-programming is not a novel idea: the elaborator of
Idris 1 [12] uses tactics to transform concrete syntax into abstract syntax. We
are however not aware of other meta-programming uses.

Pros — Conceptual [PI - No need to manipulate the Tow-level term representation.]
Pros — Current P2 - Implicit state management.|

Cons — Conceptual [CT - Tmplicit backtracking.|

Cons — Current S;E - i;tacg 1S missing many Easw ianguage features.

|C4 - Incomplete meta-programming APL|

P1 - Conceptual Tactics remove the need to manipulate the low-level kernel
representation of terms. For instance, one never has to deal with de Bruijn in-
dices when building terms. In fact, tactics follow the locally nameless discipline:
free variables are treated as local hypotheses, and are represented using names.
The tactic intro x removes the outermost binder in the goal and replaces all
occurrences of de Bruijn index 0 with named variable x; conversely, the tactic
revert x replaces all occurrences of named variable x in the goal with de Bruijn
index 0 and adds a binder. Tactics generally maintain the same invariant as lo-
cally nameless: free variables are represented using names, while bound variables
use de Bruijn indices. Most importantly, users do not have to care about such
considerations at all: while Ltac2 does provide ways to access the underlying
representation of terms (using de Bruijn indices), at no point is this needed in
our code.

P2 - Current Ltac2 does not explicitly expose the prover state. Information
about global constants, local variables and unification variables can be queried
when needed. However the current API to interact with the prover state is in
our opinion difficult to use and could be improved, as discussed in [C4]

C1 - Conceptual A unique characteristic of tactics is implicit backtracking, as
described by Spiwack|78]. Tactics produce a lazy stream of successes, optionally
followed by a single failure. For instance the constructor tactic tries to apply
the first constructor of an inductive; if the following tactic fails, the proof engine
backtracks up to constructor, which is asked for a second success, until all
constructors have been tried. Such lightweight backtracking is useful for proof
construction, but not for meta-programming, and we even argue that implicit
backtracking could be harmful in the context of generating terms with compu-
tational content, as it decreases predictability.
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C2 - Conceptual Reasoning about tactic programs, both informally and formally,
is very difficult. The main reason — in addition to implicit backtracking which
was discussed above — is that the tactics of most proof assistants pile heuristic
on heuristic, such that statically specifying the effects of a tactic is practically
impossible. We are not aware of existing work on formal reasoning about tac-
tics, but since tactics are effectful programs using a tailored program logic is
conceivable.

C8 - Current Ltac2 is missing many convenience features at the language level,
such as syntactic sugar or a proper printing mechanism. Its standard library is
bare-bones, and documentation and learning resources are scarce. The language
is however under active development.

C4 - Current Ltac2 is primarily a tactic language, and is missing many basic
meta-programming features. Extending the global environment is impossible,
declaring new unification variables or local variables is difficult, and manipu-
lating the kernel representation of terms is impractical. In general the low-level
APT to manipulate the kernel terms is lacking, and most high-level facilities (in-
cluding unification, term quotations, and most of the OCaml API re-exported by
Ltac2) do not support terms containing free de Bruijn indices. Moreover, switch-
ing between tactic mode and direct term manipulation is hard to perform: in our
case it was necessary (for technical reasons related to Rocq’s guard checker) to
normalise the term built by build_fmap, which required awkward workarounds.

8 Lean

The elaborator of Lean 4 (including parsing, unification, type inference, and
typeclass resolution) is implemented in Lean itself [58], and self-hosting the ker-
nel is subject to active research (see the Leand4Lean project [14]). Meta-programs
are simply Lean programs which have access to the Lean implementation. Lean’s
meta-programming features are used in many projects [50} 10}, 49} [60], notably its
mathematical library [55], and most of the implementation of Lean’s elaborator
can be considered meta-programming. Fig. [f] shows the Lean code.

Pros — Conceptual [PI - Users already know Lean]
[P2="Access to complete Lean implementation.]

P3 - Locally nameless binder representation.|
Pros — Current P4 - Implicit state management using monads.|

Cons — Conceptual [CT - Restricted term representation.|
Cons — Current

P1 - Conceptual Meta-programming is done directly in Lean: this has the benefit
of relieving the user from learning a new domain-specific language, but goes much
further, as explained in the next paragraph.

P2 - Conceptual Meta-programs can access the entire API of the Lean imple-
mentation. This has benefits for the developers, which do not need to manually
expose bindings to every useful API function, and allows users to seamlessly
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access parts of the implementation which would typically not be part of a meta-
programming language, e.g. related to the concrete syntax of terms, such as the
parser. We also note that support for instrumenting the parser to implement var-
ious notations, macros, and embedded DSLs is particularly good. In fact Lean
macros are so powerful that they allow some form of basic meta-programming,
although we did not make use of such functionality during this study. We refer
the reader to the work by Ullrich [83] for an overview of Lean macros.

P3 - Conceptual Local variables are internally represented using locally name-
less: free variables use names, while bound variables use de Bruijn indices. For
instance the term Ax.A\y.f = y, which has one free variable f and two bound
variables x and y, is represented as AA.A.f 2 1. The user is responsible for
maintaining the invariant that free variables are named and bound variables use
indices. For instance in our code:

-- Butld the function “fmap' as “fun 4 B f = => body'
def buildFmap ind : MetaM Expr := do
-- The body contains free (i.e. nmamed) variables.
let body := ...
-- Replace names with indices and add lambda abstractions.
mkLambdaFVars #[A, B, f, x] body

Overall there is no need to directly manipulate de Bruijn indices, and we found
locally nameless to be pleasant to use.

P4 - Current Lean is a pure language, and modifying prover state is done us-
ing monads: this provides the lightweight programming experience of implicit
state, while keeping some level of control over which effects can be performed. A
meta-program in CoreM can access the global environment but may not assign
metavariables, while a meta-program in MetaM has access to the global environ-
ment, local context, and metavariables. We note that Lean has excellent support
for monadic programming, as described by Ullrich and de Moura [84].

C1 - Conceptual Lean’s abstract term syntax has no first-class fixpoints or case
expressions (as for instance in Rocq): instead, concrete syntax fixpoints and
case expressions are compiled to primitive recursors, which are represented as
global constants with special reduction rules. For instance a case expression on
an option is represented as an application of the ~“option.casesOn primitive
recursor.

Benefits include having a simpler meta theory and no need for a guard checker
in the kernel. However, we perceived this as a severe limitation. In practice
recursors for nested inductives quickly become unwieldy. Because the fixpoint
and pattern matching compiler only accepts concrete syntax, it cannot be used
by meta-programs which work on abstract syntax.

Generating concrete syntax (instead of abstract syntax) solves this particular
issue with fixpoints and case expressions, but concrete syntax is very difficult
to manipulate, and most functions in the Lean meta-programming API (such as
unification or type inference) do not work with concrete syntax. Due to these
difficulties, our Lean implementation does not support recursive inductives (e.g.
lists or trees).
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9 Elpi

Elpi is a logic programming language based on AProlog [59] which can be used as
a meta-programming language for Rocq [75] 27, 22| [T8] 8T, 38}, 54]. Elpi is notably
used to implement Hierarchy Builder [19], a type checker and elaborator for the
Calculus of Inductive Constructions [40], and a typeclass resolution algorithm
for Rocq [33]. Figure [7| shows the Elpi code.

Pros — Conceptual [P1 - Higher-order abstract syntax.]
Pros — Current P2 - Powertul quoting and unquoting mechanism.|

Cons — Conceptual |C1 - Paradigm shift (logic programming).|
Cons — Current C2 - Limited representations for structured data.|

P1 - Conceptual A key feature of Elpi is the abstract syntax it uses for Rocq
terms, and in particular for binders, called higher-order abstract syntax (HOAS)
and due to Pfenning and Elliott [68]. The syntax of Rocq terms is encoded in a
data-type term, of which we show a few constructors:

type app list term -> term.
type fun name -> term -> (term -> term) -> term.

Application nodes are represented using app, lambda abstractions using fun.
There is no constructor for variables. The last argument of fun is the body of
the lambda abstraction, an elpi function of type term -> term: Rocq variables
correspond to Elpi variables. For instance the Rocq function fun x : nat => x
is encoded in Elpi as fun "x° (global (indt knatp)) (x\ x), where x\ x is the
Elpi identity function.

Meta-programming in Elpi does not require dealing with de Bruijn arith-
metic, and the type checker helps catch scope issues when building terms. Overall
we found HOAS easy to use.

We note that HOAS relies crucially on the logic programming aspects of Elpi.
HOAS is incompatible with dependently typed proof assistants due to the strict
positivity condition on inductives, and even in languages such as OCaml in which
it is possible to define a HOAS term grammar, it is unclear how to define basic
term manipulations (such as counting the number of variables) [17, Section. 2.1].
We did not investigate parametric higher-order abstract syntax [17].

P2 - Current Elpi offers a powerful quotation mechanism to build the AST of
Rocq terms with Rocq user syntax. Quotations are inserted using braces:

pred build-fmap i:inductive, o:term.
build-fmap I {{fun A B (f : A -> B) (x : 1p:(FI A)) => 1p: (M A B f x)}

Anti-quotations 1p: (...) insert elpi code inside quotations. Most importantly,
quotations and anti-quotations allow open terms. This is not the case in most
meta-languages which support quoting (Lean being a notable exception). More-
over, Rocq unification variables correspond almost one to one with Elpi unifica-
tion variables, allowing meta-programs to trigger Rocq’s unification simply by
using Elpi’s built-in unification.
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C1 - Conceptual Elpi is a logic programming language, which is a paradigm shift
compared to dependently-typed proof assistants. An Elpi program is composed
of predicates, which relate input(s) to output(s):

pred build-fmap i:inductive, o:term.

build-fmap I F :- ...

The program above declares the predicate build-fmap with one input I (the
inductive we are mapping over) and one output F (the term fmap we are building).
The second line adds a rule with conclusion build-fmap I F, which describes how
to build the term F given I. A consequence of this paradigm shift is that Elpi
comes with a steep learning curve.

C2 - Current On the language level, Elpi provides limited options for represent-
ing structured data. There are no ML-style records; in fact it is common for Elpi
functions to have more than half a dozen input and output parameters, e.g.:
pred build-branch i:inductive, i:term, i:term, i:term, i:term,
i:term, i:list term, i:list term, o:term.

Only open sums are available: constructors can be added at any point in the
program. Open sums enable clever programming tricks, but the lack of closed
sums prevents static checking of whether a function handles all input cases.

10 Related Work

Dubois de Prisque [27] compares Ltacl, Ltac2, MetaRocq, and Elpi as meta-
programming languages in tutorial style through different examples. The method-
ology differs from ours in that the choice of frameworks is restricted to a single
proof assistant (Rocq), and we focus on a single example which - while realis-
tic enough to highlight many issues - yields implementations simple enough to
be understood by non-experts. The conclusions of Dubois de Prisque are that
Ltacl lacks a clear semantics and static typing, and tactics not being allowed
to have side effects and return a value leads to ubiquitous, hard-to-read CPS
translations. Ltac2 solves many of the issues of Ltacl, but manipulating the
low-level term representation is difficult (many things were even impossible at
the time the thesis was written). MetaRocq allows to manipulate the low-level
term representation, and might allow formally proving correctness of the meta-
programs. However, de Bruijn arithmetic and the lack of proper abstractions for
effects (in particular mutable state and non-terminating functions) is criticised.
For Elpi, Dubois de Prisque lauds the benefits of HOAS and remarks that term
quotations are beneficial. However, HOAS seems to be difficult for term-to-term
transformations when the structure of the output is very different from the in-
put. Writing tactics was reported as tedious, which however could be a problem
related to how Elpi represents the proof context, i.e. might not be conceptual.
HOL-based proof assistants come with meta-programming support in their
host language. HOL4 and HOL light might offer the most natural experience,
since proving happens just in an OCaml session. Isabelle allows meta-programming
in Standard ML. Beluga is a proof assistant for the mechanisation of meta-theory
based on contextual modal type theory. There is a lot of ongoing work on how
to make quotation native in contextual modal type theory and thus allow cer-

tifiable meta-programming [43] [69] 44,14.%6, 45, [42]. The concerns of this setting



are somewhat orthogonal to ours: they try to understand the foundations of
meta-programming by extending type theory, whereas we focus on power and
usability of frameworks that are built on top of type theory.

11 Conclusion

OCaml MetaRocq Agda Lean Ltac2 Elpi
De Bruijn indices X X X X
Restricted term AST X X
No quasi-quotations X X X X
Explicit prover state handling X X
Cannot verify meta-programs X X X X X X

Conceptual issues with each meta-programming framework.

OCaml MetaRocq Agda Lean Ltac2 Elpi
Need to learn a new language X X X
Incomplete API X X X X
Lack of learning resources X X
Lack of documentation X X X X X X

Current issues with each meta-programming framework.

Conceptual. Binder representation was a recurring issue in this paper. Meta-
programs involve manipulating terms as data, and as such it must be easy to
construct and inspect the structure of terms, including binders. In particular,
we note that our de Bruijn-based implementations use arithmetic on indices,
which leads to frequent mistakes and bugs. The locally nameless representation
simplifies writing correct code, but comes with minor efficiency considerations.
Finding the best representation for meta-programming is still an open problem.

Term representation is crucial, which became especially apparent for the ex-
ample in Lean 4, where the need to fall back on primitive recursors prevented us
from implementing a plugin with the same features as in the other systems (our
implementation does not support recursive types such as lists). Term represen-
tation was also an issue in Agda, because the abstract syntax does not contain
let-bindings and terms can only be beta-normal. Thus, a meta-programming
framework must either expose a sufficiently expressive term representation, or a
high-level API to build terms if the representation of kernel terms is too low-level.

Term quotations allow one to use user syntax directly when constructing
and pattern matching on terms, thereby removing the need to spell out low-
level details such as fully qualified constant names, implicit arguments, typeclass
instances, or universe levels. Additionally, term quotations allow some amount
of type checking at compile time (such as scope analysis) which allows one to
catch errors earlier. Quasiquotations (i.e. the ability to nest anti-quotations and
quotations) and the ability to quote open terms are especially useful, but are
currently only supported in Lean and Elpi.
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State is inherent to meta-programs, which can read and modify the global en-
vironment, local environment, and unification state. A good meta-programming
framework must more generally provide good abstractions to deal with various
kinds of effects, such as printing, exceptions, non-termination, and (prover) state.
Lean and Agda handle printing using an 10 monad and generally provide good li-
braries, while Rocq only provides ad hoc printing using the reduction-effects
plugin [41] and does not have a satisfactory monad library (see §[5).

Verifiability is a desirable property of frameworks. Ideally formal verification
of meta-programs should be possible. Verification is not so attractive for users
of meta-programs because properties such as well-typedness can be checked a
posteriori by the kernel, but implementors of meta-programs might be interested
in (partial) correctness guarantees. Indeed, formal specifications can partly re-
place documentation — which is lacking for all considered frameworks anyway —
and can help in writing correct meta-programs, which is far from an easy task
considering the complexity of the underlying systems.

Current. The learning curve of a meta-programming framework is crucial, and
writing meta-programs in a different language than that of the underlying proof
assistant leads to a steeper curve. Learning Elpi was especially challenging due
to the paradigm shift to logical programming.

Many meta-programming frameworks provide an incomplete meta-program-
ming API missing crucial features such as the ability to define new constants
dynamically (Ltac2, Agda), bindings to high-level algorithms such as unification
and type inference (MetaRocq), or support for e.g. mutual inductives (Elpi).

A proper meta-programming language requires adequate tooling, such as a
language server, a documentation generator, an optimising compiler or efficient
interpreter, and a good integration with the proof assistant’s build system. Most
of these tools come for free when the meta-language is the proof assistant itself
or an already established programming language (such as OCaml), but require
significant engineering work in the case of a DSL (e.g. Elpi or Ltac2).

Finally, we note that documentation is lacking for all considered frameworks,
and some frameworks even lack basic learning resources.

Precise performance considerations are outside the scope of this paper, al-
though we did comment on performance when relevant. We argue that meta-
programming should prioritise usability over performance when possible. Per-
formance is however important when considering tactic programming or more
complex meta-programs such as unification algorithms and type checkers.

Summary Conceptually, two promising meta-programming approaches emerge:
directly in the proof assistant or using a domain-specific language (DSL).

The first option, while of course relieving users from learning a new pro-
gramming language, also provides crucial benefits to the quality of the tooling
and libraries available for meta-programming. Moreover, this option allows users
to verify their meta-programs. Verifying meta-programs requires both a speci-
fication of the basic meta-programming operations provided by the framework,
and adequate means to use these basic specifications in order to derive guaran-
tees about complex meta-programs. We note that one cannot realistically expect
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to prove that the meta-programming framework fulfills its specification, as this
would amount to proving the correctness of the entire elaborator and kernel of
the underlying proof assistant. A more realistic approach is to interface with two
implementations of the elaborator and kernel: a naive but verified implementa-
tion & la MetaRocq [7T], and an efficient but unverified implementation.

The second option does not allow certifying meta-programs, but enables using
domain-specific programming language features. Elpi is an example of such a
DSL: logic programming is a valuable tool for working with syntax and binders.

In both cases, one needs a feature-complete meta-programming API, which
stays up to date with the evolution of the proof assistant. For implementors of a
meta-programming framework, bootstrapping the proof assistant gives a feature-
complete API for free, but requires significant work a priori (for instance Lean 4’s
elaborator is bootstrapped). An alternate approach, which MetaRocq and Agda
follow, is to do meta-programming directly in the proof assistant, without boot-
strapping. Interfacing with the elaborator is done using a meta-programming
monad, which from a user’s point of view is very similar to bootstrapping.

12 Future Work

A natural direction for future work is to extend this study to other systems. On
the side of dependently-typed programming languages, Idris 2 seems to come
with a built-in plugin for deriving functor instances [3], which is however more
general than our plugin, since it covers all types that can be proved functorial. In
this paper, we focused on proof assistants rather than programming languages.
Regarding proof assistants, it would be interesting to extend the study to systems
from the HOL family, as well as to Beluga [70], Abella [37], or Dedukti [8]. We
believe that insights will be largely orthogonal though, since both the underlying
theory and the implementation methods differ vastly.

We also want to study term-to-term transformations, where we expect most
of our results to carry over, although Dubois de Prisque remarks that HOAS can
cause issues for these transformations [27]. Surveying tactic frameworks might
also provide valuable insights. There are however far fewer tactic- than meta-
programming frameworks: a survey would amount to comparing proof assistants.

An orthogonal direction is to extend one of the implementations into a stan-
dalone tool, and derive Functor instances for more general types, following the
ideas of Laurent, Lennon-Bertrand, and Maillard [47].

A central direction for future work is to develop a meta-programming frame-
work based on our insights, potentially in parallel for different proof assistants.
We believe that a key insight is that meta-programs are inherently effectful
programs, which have access both to generic effects such as failure and non-
termination, and to domain-specific effects such as the ability to read and mod-
ify the global environment, local context and evar-map. We also argue that,
considering the complexity of the underlying systems, verifying meta-programs
is of great interest for implementors of meta-programs. These ideas hint at the
possibility of using powerful verification techniques to ease reasoning about meta-
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programs: following the line of work on Dijkstra monads [2, [62] 53] one can use
specialised program logics tailored to domain-specific effects, and in particular
separation logic to handle the evar-map, building on ideas from Nigron and Da-
gand [61] and Vistrup, Sammler, and Jung [88]. The line of work on algebraic
effects [71 28] and the Andromeda proof assistant [II] is also very relevant.
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A  Rocq Plugin - de Bruijn code

let build_fmap env sigma ind : Evd.evar_map * EConstr.t =
(¥ Construct the lambda abstractions. *)
lambda env sigma "a" ta @@ fun env ->
lambda env sigma "b" tb @@ fun env ->
lambda env sigma "f" (arr (mkRel 2) (mkRel 1)) ©Q fun env ->
lambda env sigma "x" (apply_ind env ind ©C mkRel 3) @€ fun env ->
let inp = { a=4; b=23; f=2; x=11%}in
(*# Construct the case return clause. *)
let sigma, case_return =
lambda env sigma "_" (apply_ind env ind ©C mkRel inp.a) @@ fun env ->
(sigma, apply_ind env ind 0@ mkRel (1 + inp.Db))
in
(*# Construct the case branches. *)
let rec loop sigma acc ctrs_a ctrs_b =
match (ctrs_a, ctrs_b) with
| [, [1 -> (sigma, Array.of_list @@ List.rev acc)

| ca :: ctrs_a, cb :: ctrs_b ->
let sigma, branch = build_branch env sigma inp ca cb in
loop sigma (branch :: acc) ctrs_a ctrs_b

| _ -> Log.error "build_fmap : different lengths"
in
let sigma, branches =
loop sigma [] (constructors env ind @@ mkRel inp.a) (constructors env ind ©@ mkRel inp.b)
in
(* Finally construct the case expression. *)
( sigma
, Inductiveops.simple_make_case_or_project env sigma
(Inductiveops.make_case_info env ind Constr.RegularStyle)
(case_return, ERelevance.relevant)
Constr.NoInvert (mkRel inp.x) branches )

let build_branch env sigma inp ca cb : Evd.evar_map * EConstr.t =
(* Arguments are processed from outermost to inmnermost. *)
let rec loop env sigma i acc decls =
match decls with
| [1 -> (sigma, acc)
| decl :: decls ->
let env = Environ.push_rel decl env in
let sigma, arg' =
(¥ Call build_arg at o depth which is consistent with the local context
of the environment, and lift the result to bring it at depth [n]. *)
build_arg env sigma
(lift_inputs (i + 1) inp)

(mkRel 1)
(Vars.lift 1 @0 EConstr.of_constr @0 get_type decl)
in
loop env sigma (i + 1) (1lift (ca.cs_nargs - i - 1) arg' :: acc) decls

in
let sigma, args' =
loop env sigma O [] (List.rev @@ EConstr.to_rel_context sigma ca.cs_args)
in
(* Apply the constructor to the arguments. *)
let body = mkApp (mkConstructU cb.cs_cstr,

Array.of_list (mkRel (ca.cs_nargs + inp.b) :: List.rev args'))
in
(* Bind the constructor arguments. *)
let branch =

it_mkLambda body ©@ List.map
(function LocalAssum (b, ty) | LocalDef (b, _, ty) -> (b, ty))
ca.cs_args
in
(sigma, branch)

Fig. 1: OCaml code for buila_fmap and build_branch.

Most functions in OCaml plugins take _as input the (global and local) environ-
ment env and the evar-map sigma, and re@urn the updated evar-map. For instance
lambda env sigma "x" T k builds a lambda abstraction with a binder named x and of type
T; the continuation k takes in the new environment (updated with a binding for x) and
returns the body of the lambda abstraction alongside the new updated evar-map. In
the code above, the continuation is a lambda abstraction fun env -> ..., and the double
at symbol ece stands for right-associative function application.



B Rocq Plugin - locally nameless code

let build_fmap env sigma ind : Evd.evar_map * EConstr.t =
(* Abstract over the input variables. *)
namlLambda env sigma "a" ta @C fun env sigma a ->
namlLambda env sigma "b" tb @@ fun env sigma b ->
namLambda env sigma "f" (mkArrowR (mkVar a) (mkVar b)) @C fun env sigma f ->
namLambda env sigma "x" (apply_ind env ind @@ mkVar a) @@ fun env sigma x ->
(¥ Construct the case return clause. *)
let sigma, case_return =
namLambda env sigma "_" (apply_ind env ind @@ mkVar a) @@ fun env sigma _ ->
(sigma, apply_ind env ind @@ mkVar b)
in
(¥ Construct the case branches. *)
let rec loop sigma acc ctrs_a ctrs_b =
match (ctrs_a, ctrs_b) with
| [1, [1 -> (sigma, Array.of_list @0 List.rev acc)
| ca :: ctrs_a, cb :: ctrs_b ->
let sigma, branch =
build_branch env sigma { fmap; a; b; f; _x = x } ca cb
in loop sigma (branch :: acc) ctrs_a ctrs_b
| _ -> Log.error "build_map : different lengths"
in
let sigma, branches =
loop sigma [] (constructors env @@ mkVar a)
(constructors env @@ mkVar b)
in
(* Finally construct the case expression. *)
( sigma
, Inductiveops.simple_make_case_or_project env sigma
(Inductiveops.make_case_info env ind Constr.RegularStyle)
(case_return, ERelevance.relevant)
Constr.NoInvert (mkVar x) branches )

let build_branch env sigma inp ca cb : Evd.evar_map * EConstr.t =
(* Bind the arguments of the constructor. *)
namLambdaContext env sigma ca.cs_args €@ fun env sigma args ->
(¥ Map the correct function over each argument. *)
let arg_tys = List.map Declaration.get_type ca.cs_args in
let rec loop sigma acc args arg_tys =
match (args, arg_tys) with
| [1, [1 -> (sigma, acc)
| arg :: args, ty :: arg_tys ->
let sigma, arg' = build_arg env sigma inp arg ty in
loop sigma (arg' :: acc) args arg_tys
| _ -> Log.error "build_branch : length mismatch"
in
let sigma, args' = loop sigma [] (List.map mkVar args) arg_tys in
(¥ Apply the constructor to the arguments. *)
(sigma, mkApp (mkConstructU cb.cs_cstr, Array.of_list (mkVar inp.b :: args')))

Fig.2: OCaml code for build_fmap and build_branch, locally nameless version.
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C MetaRocq code

Definition build_fmap ctx ind ind_body : term :=
(¥ Abstract over the input parameters. *)
mk_lambda ctx "A" (tSort @@ sType fresh_universe) @@ fun ctx =>
mk_lambda ctx "B" (tSort @@ sType fresh_universe) @@ fun ctx =>
mk_lambda ctx "f" (mk_arrow (tRel 1) (tRel 0)) 0@ fun ctx =>
mk_lambda ctx "x" (tApp (tInd ind []) [tRel 2]) 0@ fun ctx =>
let inp := {| fmap := 4 ; A :=3 ; B :=2 ; f :=1; x :=0 |} in
(* Construct the case information. *)

let ci := {| ci_ind := ind ; ci_npar := 1 ; ci_relevance := Relevant |} in
(* Construct the case predicate. *)
let pred :=
{| puinst := []
; pparams := [tRel inp.(A)]
; pcontext := [{| binder_name := nNamed "x" ; binder_relevance := Relevant |}]
; preturn := tApp (tInd ind []) [tRel (inp.(B) + 1) ] [}
in
(¥ Construct the branches. *)
let branches := mapi (build_branch ctx ind inp) ind_body. (ind_ctors) in

tCase ci pred (tRel inp.(x)) branches.

Definition build_branch ctx ind inp ctor_idx ctor : branch term :=
(* Get the context of the constructor. *)
let bcontext := List.map decl_name ctor.(cstr_args) in
let n := List.length bcontext in
(* Get the types of the arguments of the constructor at type [A]. *)
let arg_tys := cstr_args_at ctor (tInd ind []) [tRel inp.(A)] in
(* Process the arguments one by one, starting from the outermost one. *)
let loop := fix loop ctx i acc decls :=
match decls with
| [1 => List.rev acc
| d :: decls =>
let ctx :=d :: ctx in
(* We call build_arg at a depth which is consistent with the local contez,
and we lift the result to bring it at depth [n]. *)
let mapped_arg := build_arg ctx (lift_inputs (i + 1) inp) (tRel 0) (1ift0 1 d.(decl_type)) in
loop ctx (i + 1) (1ift0 (n - i - 1) mapped_arg :: acc) decls

end
in
(* The mapped arguments are at depth [n]. *)
let mapped_args := loop ctx 0 [] (List.rev arg_tys) in

(* Apply the constuctor to the mapped arguments. *)

let bbody := tApp (tConstruct ind ctor_idx []) @@ tRel (inp.(B) + n) :: mapped_args in
(* Assemble the branch's contezt and body. *)

mk_branch bcontext bbody.

Fig. 3: MetaRocq code for build_fmap and build_branch

The data-structures and low-level APIs exposed by MetaRocq are very similar to those
used in OCaml: the MetaRocq plugin is thus very similar to the OCaml plugin using
de Bruijn indices (Figure. The function mk_1ambda corresponds to the OCaml function
lambda, and the representation of terms is almost identical. The code manages only a
local (de Bruijn) context ctx: MetaRocq does not have a notion of an evar-map.
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D Agda code

build-fmap : Name -> Name -> TC (List Clause)
build-fmap ind func = do
ind-def <- getDefinition ind
ctors <-
case ind-def of \
{ (data-type npars ctors) -> return ctors
5 _ -> typeError ... }
mapM (build-clause ind func) ctors

build-clause : Name -> Name -> Name -> TC Clause
build-clause ind func ctor = do
-- Bind the input arguments.
let inp = record { ind = ind ; func = func ; a=4 ; A=3;b=2;B=1;f=013
inp-tele =
("a" , hArg (quoteTerm Level))
("A" , hArg (agda-sort @@ Sort.set @@ var 0 []))
("b" , hArg (quoteTerm Level))
("B" , hArg (agda-sort @@ Sort.set @@ var O [])) ::
("f" , vArg (pi (vArg @@ var 2 []) @@ abs "_" @@ var 1 [1)) :: []
inContext (List.reverse inp-tele) @@ do
-- Fetch the type of the constructor at parameter [A].
ctor-ty <- inferType (con ctor (hArg (var (Inputs.a inp) []) :: hArg (var (Inputs.A inp) [1)
-- Get the types of the arguments of the constructor.
let (args-tele , _) = pi-telescope ctor-ty
n-args = List.length args-tele
inContext (List.reverse @@ inp-tele ++ args-tele) @@ do
let inp = lift-inputs n-args inp
-- Transform each argument as needed.
mapped-args <-
mapM (\(i , (_ , ty)) -> build-arg inp i @@ Arg.map (weaken (i + 1)) ty)
(List.zip (downFrom n-args) args-tele)
-- Build the clause.
let args-patt =
List.zipWith
(\{ (_ , arg info _) i -> arg info (Pattern.var i) })
args-tele (downFrom n-args)
patt =
hArg (Pattern.var Q@ Inputs.a inp)
hArg (Pattern.var Q@ Inputs.A inp)
hArg (Pattern.var @@ Inputs.b inp)
hArg (Pattern.var @@ Inputs.B inp)
vArg (Pattern.var @@ Inputs.f inp) ::
vArg (Pattern.con ctor args-patt) :: []

1

body = con ctor (hArg (var (Inputs.b inp) []) :: hArg (var (Inputs.B inp) []) :: mapped-args)

Clause.clause (inp-tele ++ args-tele) patt body

Fig.4: Agda code for build-fmap and build-clause.

Agda does not have a notion of local fixpoint: instead, constants such as fmap are
defined via a collection of (possible recursive) equations, represented as a collection of
clauses. Agda’s meta-programming API supports nested pattern matching: clauses are
built using Clause.clause vars patt body, Where vars is the list of variables bound by the
clause, patt is the left-hand side of the clause (or pattern) which may contain nested
constructors, and body is the right-hand side of the clause.
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E Lean code

def buildFmap ind : MetaM Expr := do
-- Declare the input parameters.

withLocalDecl “A .implicit (.sort ...) fun A => do
withLocalDecl "B .implicit (.sort ...) fun B => do
withLocalDecl “f .default (+ mkArrow A B) fun £ => do
withLocalDecl "x .default (+ apply_ind ind A) fun x => do

-- Construct the case return type.
let ret_type := Expr.lam ~_ (+ apply_ind ind A) (« apply_ind ind B) .default
-- Construct the case branches.
let branches + ind.ctors.toArray.mapM fun ctr => do

let info « getConstInfoCtor ctr

buildBranch A B f info
-- Construct the case ezpression.
let cases_func + freshConstant (+ getConstInfo @@ .str ind.name "casesOn")
let body := mkAppN cases_func 0@ Array.append #[A, ret_type, x] branches
-- Bind the input parameters.
mkLambdaFVars #[A, B, f, x] body

def buildBranch A B f ctor : MetaM Expr := do
-- Get the arguments of the constructor applied to 4.
let ctr_ty + instantiateTypeLevelParams (ConstantInfo.ctorInfo ctor) [...]
forallTelescope (+ instantiateForall ctr_ty #[A]) fun args _ => do
-- Map over each argument of the constructor.
let mapped_args « args.mapM (buildArg A B f)
-- Apply the constructor to the new arguments.
let freshCtor « freshConstant @C .ctorInfo ctor
let body := mkAppN freshCtor @@ Array.append #[B] mapped_args
-- Abstract with respect to the arguments.
instantiateMVars =<< mkLambdaFVars args body

Fig.5: Lean code for buildFmap and buildBranch.

Notice the return type MetaM Expr of build_fmap and the use of do notation: the code above
runs in the MetaM monad, which provides implicit access to the global environment, local
context, and metavariable context. In Lean, binders are represented using the locally
nameless style: bound variables use de Bruijn indices, and free variables are named.
The function withLocalDecl extends the local context with a new named variable, and
mkLambdaFVars replaces free (named) variables with bound (de Bruijn) variables in a
term. Back-ticks, as in "4, provide syntax sugar to construct names of global constants
or local variables. Because Lean is a pure language, assigning a metavariable does not
update the terms in which it occurs, thus one has to remember to use instantiateMvars
to expand defined metavariables in terms. For simplicity we assume that all arguments
of option and its constructors are explicit, and do not show how to handle universe
polymorphism (we use ellipses in the code above).
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F Ltac2 code

(* Ezpects a goal of the form [forall A B, (4 -> B) -> F 4 -> F B]. %)
Ltac2 build_fmap F : unit :=

(* intro *)

intro @A ; intro @B ; intro @f ; intro @x ;

(* destruct *)

Std.case false (Control.hyp Ox, NoBindings) ;

(* Build each branch. *)

let n_ctors := ... in

Control.dispatch (List.init n_ctors (build_branch F ©A @B 0f)).

(* Ezpects a goal of the form [forall arg_1 ... arg_n, F B]. *)
Ltac2 build_branch F a b £ i () : unit :=

(¥ Introduce the arguments with fresh names. *)

let n_args := ... in

let args := n_intro n_args in

(* Apply constructor [i]. *)

constructor_n false i NoBindings ;

(¥ Process each argument separately. *)

Control.dispatch (List.map (build_arg a b f) args).

Fig. 6: Ltac2 code for build_fmap and build_branch.

The at symbol, as in @x, is used to construct Ltac2 identifiers. Chaining tactics is done
using Control.dispatch [t_1 ; ... ; t_n], which applies tactic t_i to the i-th open goal.
Many functions take explicit flags, e.g. Std.case false (Control.hyp @x, NoBindings) Simply
performs case analysis on the local variable x, and constructor_n false i NoBindings applies
the i-th constructor when the goal is of inductive type.

A quirk of the Ltac2 API is that introducing variables with fresh identifiers is slightly
awkward; n_intro is a custom introduction tactic which handles fresh name generation.
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G Elpi code

pred build-fmap i:inductive, o:term.
build-fmap I {{ fun (A B : Type) (f : A -> B) (x : 1p:(FI A)) => 1p:(M A B f x) }}
% Declare FI
(pi x| coq.mk-app { coq.env.global (indt I) } [x] (FI x)),
% Bind the parameters.
Cpi-decl "A" {{ Type }} a
Opi-decl "B” {{ Type }} bE
Opi-decl “f° {{ lp:a -> 1lp:b }} fN
@pi-decl "x° (FI a) x\
% Build the inner match.
coq.build-match x (FI a) (N.N.\eN r = FI b)
(build-branch I a b f) (Mab f x).

pred build-branch i:inductive, i:term, i:term, i:term, i:term,
i:term, i:list term, i:list term, o:term.
build-branch I A B F CA _ Args ArgsTy Branch :-
% Process each argument.
std.map2 Args ArgsTy (build-arg I A B F) MappedArgs,
% Change A with B in the constructor.
(copy A B => copy CA CB),
7 Apply the constructor to the new arguments.
coq.mk-app CB MappedArgs Branch.

Fig. 7: Elpi code for build-fmap and build-branch.

Elpi code makes heavy use of term quotations: {{ ... }} quotes Rocq code into Elpi,
and 1p: (...) quotes Elpi code into Rocq. Back-ticks, as in "x, provide syntactic sugar
to build identifiers for local variables. These variables are tracked in a local context:
epi-decl "x° T k adds a variable with name “x and type T to the local context, and runs
continuation x in this extended context. In the code above, continuations are in fact
simply lambda abstractions Ax.t, written =\ t in Elpi.
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